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Summary

This paper presents the findings of a study conducted to estimate the resource demands for the NMC 1.4 Monitor Data Server (MDS).  The resource estimations are for each of the DSCCs and NOCC, also termed “remote monitoring”.

Model construction and calibration are discussed in detail.  Some limitations were placed to bound and seed the calibrated model.  These include: 1) a fixed amount of computer monitor “real-estate” that limits the total number of displays, 2) that all MON-2 controllers are well behaved with respect to their publication method and segment definitions, 3) the update rate is 1 Hz.

Based on the calibrated model and limitations, maximum CPU utilization estimates (referenced to a Sun Ultra-2, 400MHz CPU, running Solaris 2.5.1) range from 35.8% for CDSCC to 65.9% for NOCC.   Maximum WAN bandwidth estimates range from 270 Kbps from CDSCC to 440 Kbps from GDSCC. 

Introduction

Background

In November 2001, information began to emerge from the testing of the NSP DTT DCC at DTF-21, that the NMC MDS was experiencing difficulties in meeting the load demand placed upon it by a single downlink Channel Controller. A concerted effort was initiated to identified what steps could be taken to ameliorate the situation and project, with some confidence, what resources would be necessary to meet the demands for a full and NSP deployment. 

Methodology

An abstraction of the NSP implementation, in terms of publish and subscribe demands, was formulated based on analysis of the NSP controller publication methods and monitor data specification files.

The key variables for NMC MDS were identified, and specific tests devised for isolating each variable designed.  

Test drivers representing various “classes” of NSP publishers and subscriber were written, and calibrated.  

A testbed was constructed specifically for running the tests.  A model based on the test runs and analysis of the interaction of the MDS variables was subsequently constructed. 

Based on the results of the tests, scaled down NSP scenarios were run to calibrate and verify the model constructed.  

Using the calibrated model, the demands for full NSP deployment were estimated, assuming worst case loading scenarios.

Linear regression was the main statistical analysis technique utilized.

Notation  

Standard statistical analysis notation applies.  In particular, n denotes the number of samples or tests conducted, and R2 denotes the correlation coefficient.

Test Designs and Results

The key variables identified for NMC MDS are: monitor data items/s, transactions/s, segmentation of the monitor data specification file, and the number of clients receiving/subscribing to the monitor data. 

Monitor Data 

Objective

Isolate the resource demands on a per monitor data item basis.

Design  

The number of transactions, clients, and segmentation definitions were kept fixed. A single transaction was achieved by utilizing the publish-by-list method, with a single segment definition in the monitor data specification file. Resource demand was studied by varying the amount of monitor data to be moved per single transaction. A single client subscribed to all data published.  The following figure shows the test design.
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Test results, n = 8.

CPU (%):  Mcpu = 0.0007 * MD Items/Sec + 0.2175 , R2 = 0.9755

LAN (Kbps): Mlan = 0.1245 * MD Items/Sec, R2 = 0.998; Inbound = Outbound

Memory (KB): Mmem = 4571 KB (Avg)

Transactions

Objective 

Isolate the resource demands on a per transaction basis.

Design

A transaction, of course, cannot occur without any monitor data associated with it.  The test design was to equate a single monitor data item with one transaction, and vary the number of transactions by increasing the amount of monitor data. The publish-by-item method was utilized for this.  Resource utilization for transactions was subsequently adjusted/calibrated utilizing the Monitor Data test results.  The following figure shows the ideal test design.  Resource limitations in the test bed required two subscribers to run the test.
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Test Results, n = 5:

CPU (%): Tcpu = 0.0346 * Tx/Sec, R2 = 0.9989

LAN (Kbps): Tlan = 1.0582 * Tx/Sec; R2  = 0.9941; Inbound = Outbound

Memory (KB): 4378 KB, (Avg)

Segmentation

Objective

Isolate the resource demands on a per segment basis.  

Design

Segmentation results in additional transactions between the MDS and the subscription clients. The number of monitor data items, and clients were held fixed.  The number of segment definitions in the MDSpecs file of the publisher was controlled/varied.  The publish-by-list method was used for a single transaction/second between publisher and MDS.   Test results were subsequently calibrated/adjusted for the number of monitor data items per second, and for a single transaction.  The following figure shows the test design.
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Test Results, n = 5

CPU (%): Scpu =  0.0201 * Number of Segments, R2 = 0.9774

LAN (Kbps)  = Tl an
Memory (KB) = 4376 (Avg)

Receiving Clients

Objective

Isolate resource demands on a per subscription client basis.  

Design

Addition of subscription clients results in additional transactions for MDS, all other things being equal.  The relationship being studied is P * R, where P = publisher transactions/s, and R = number of receiving (subscription) clients.  The figure shows the general test design.

Two versions of this test were run.  For the first version, the number of monitor data items was held fixed, the publisher to MDS transaction was fixed at 1,and the segment specification was fixed at 1.  

For the second version, each monitor data item was equated with a single transaction, so that the number of transactions could be manipulated by increasing the amount of monitor data. The same variations in the number of transactions were repeated for varying numbers of clients.

For both tests, resource usage was calibrated based on the amount of monitor data being published.
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Test Results, n = 9


CPU (%): Ccpu = P * R * 0.0252 + 0.1302; R2 = 0.9982; where P = Tx/Sec from the publisher, and R = number of receiving/subscribing clients.


LAN (Kbps): Clan = Tlan

Memory (KB): Cmem = Number of Clients * 43.161 + 4166.4; R2 = 0.7882

Model Selection

Based on the data obtained from the tests and analysis of MDS, the following relationships among the variables were noticed:

1) The number of monitor data items per second can be treated as an independent variable; i.e, it can be utilized without respect to any other relationship.

2) Transactions and Clients cannot meaningfully be separated.  They are to be treated as a unit by multiplying the source (i.e. publisher) transactions by the number of receiving clients.  This is predicated upon the a) MDS implementation, which spawns a set of threads for each subscribing client, and b) observed behavior.

3) Segmentation is treated as partially separated from transactions with fixed overhead. The segmentation causes no additional transactions with respect to the publisher, but does cause additional transactions with respect to the subscribing clients.  There also appears to be some fixed overhead directly proportional to the number of segments active. In other words, a fraction of the number of segments is applied to the Transaction/Client relationship, along with the fixed overhead. 

4) LAN utilization is dependent upon the monitor data items/sec, and the transaction/sec Segmentation did not appear to increase LAN usage significantly.

5) Memory utilization is strictly a function of the number of clients.

6) The number of publishers did not appear to have a significant impact on MDS resources with respect to the variables being studied.  That is, publishers can be treated as one logical publisher, scaling the “source” variables as appropriate  

Given  

M = Monitor Data Items/s

P =  Publisher Transactions/s

R = Receiving Clients (Subscriber)

S = (Active) segments in MDSpecs file

F = Segmentation Factor

The model is expressed as: 

CPU = Mcpu(M) + Ccpu(P,R) + Scpu (S) where P = F * S, for  S > 1; P  = 1, for  S = 1;

LAN = Mlan (M) + Tlan(P);

Memory = Cmem(R);

Calibration of Selected Model

Calibration and refinement of the model constructed was performed by utilizing scaled-down scenarios of the abstracted NSP deployment.

Scenarios

Twenty-five (25) scenarios were run against the model.  The scenarios ranged from a single DTT class publisher, an MIA class subscriber, and 13 UDS class subscribers, to 5 DTT class publishers, one uplink class publisher, one MIA class subscriber (to all publishers), and 72 UDS class subscribers.   Variations in the publication method (by-item vs. by-list), and varying numbers of segments were also utilized for the DTT class publishers.  Up to 3069 monitor data items per second were published and subscribed to.

MIA subscription was based on 118 monitor data items per Downlink Channel Controller, and 33 items per Uplink Controller. The UDS class subscribers were constructed such that they, in aggregation, subscribed to the balance of the monitor data not being subscribed to by the MIA class subscriber.  The assumption was ~30 monitor data items per UDS subscriber.  A total of 525 items were subscribed for each DTT publisher, and 264 for each ULC publisher.  

Calibration

The scenarios identified the Segmentation Factor as 35% of a “full” transaction.  Based on this value for the Segmentation Factor, the following average errors and standard deviations were observed:

	Resource
	Average Error (%)
	1 STD Deviation

	CPU
	9.53 
	8.12

	LAN
	4.03
	3.20

	Memory
	14.0
	19.78


Estimations Based On The Model

Key Constraints

The estimates in the following sections are predicated on the following bounds/contraints: a) that the number of displays is limited by computer monitor real-estate, b) that the MON-2 controllers utilize the publish-by-list method for routine updates (specifically that they do not make routine use of publish-by-item), and that they use well-defined segments that corresponds to the list publications; c) that the monitor update rate is 1 Hz.  

Constraints by Site

CDSCC

Estimates for CDSCC were based on simultaneous utilization by

Legacy: 3 Antenna controllers, 3 Microwave Controllers,

Mon-2:  5 Downlink Channel Controllers, 3 Uplink Controllers, 2 Radio Science Receiver Controllers, 1 VLBI/DDOR Controller, and 1 Full Spectrum Processor Array controller. 

Real-estate limitation of 48 simultaneous displays was assumed.

GDSCC

Estimates for GDSCC were based on simultaneous utilization by

Legacy: 6 Antenna controllers, 6 Microwave Controllers,

Mon-2:  8 Downlink Channel Controllers, 6 Uplink Controllers, 2 Radio Science Receiver Controllers, 1 VLBI/DDOR Controller, and 1 Full Spectrum Processor Array controller. 

Real-estate limitation of 96 simultaneous displays was assumed.

MDSCC

Estimates for MDSCC were based on simultaneous utilization by

Legacy: 4 Antenna controllers, 4 Microwave Controllers,

Mon-2:  6 Downlink Channel Controllers, 4 Uplink Controllers, 2 Radio Science Receiver Controllers, 1 VLBI/DDOR Controller, and 1 Full Spectrum Processor Array controller. 

Real-estate limitation of 64 simultaneous displays was assumed.

NOCC and ROSA

Estimates for NOCC/ROSA were based on simultaneous utilization by

Legacy: 13 Antenna controllers, 0 Microwave Controllers,

Mon-2:  19 Downlink Channel Controllers, 13 Uplink Controllers, 6 Radio Science Receiver Controllers, 3 VLBI/DDOR Controllers, and 3 Full Spectrum Processor Array controllers. 

Real-estate limitation of 112 simultaneous displays was assumed.

Resource Utilization Estimate

The following estimates are in reference to the current MDS platform, a Sun Ultra-2, 400MHz, Solaris 2.5.1.  Version 1.4 of the MDS was used.   The following table present the resource utilization estimates: 

	Site
	MDS CPU (%)
	Local LAN (Kbps)
	WAN Bandwidth (Kbps)
	MDS Memory (KB)

	CDSCC
	35.8
	599.0
	266.8
	6367.6

	GDSCC
	59.0
	967.8
	437.6
	7662.4

	MDSCC
	43.8
	722.2
	323.7
	6799.2

	NOCC
	65.9
	974.1
	N/A
	9130.0


Limitations

Segmentation is the weakest component of the model constructed.  More time would have been required to study and analyze it completely.   In particular, it is envisioned that the MON-2 controllers will use “sensible" segmentation in that a subscribing client will generally not be subscribing across multiple segments (MIA seen as an obvious exception).

The Number of segments for the DCC was an educated guess, based on what ULC (Uplink Controller) is doing.

Estimation for TDN loading of MDS has not been included; TDNs for In-track automation are currently under development at the time of this writing.  Estimate revisions can be made when TDN monitor data requirements are better known.
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